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Learning objectives

▶ Understand difference between types of data
▶ Conduct difference-in-difference regressions
▶ Estimate first-difference regressions with panel models
▶ Estimate and interpret regressions with entity-level fixed effects, time-level

fixed effects, and with both entity and time fixed effects
▶ Understand challenges to valid estimation under fixed effect models
▶ Use clustered standard errors to account for autocorrelation within panel

data



Types of data



Types of data

▶ Cross-sectional: random (independent) sampling of units at one point in
time
▶ What we’ve been using so far!
▶ Relationship between hours worked and wages
▶ How CEO tenure relates to compensation

▶ Time-series: observations over time
▶ Stock-market dividends for Apple over the past 10 years
▶ GDP growth over time
▶ Annual infant mortality rates



Types of data

▶ Panel (longitudinal): Cross-sections over time
▶ Track how individuals’ earnings change over time
▶ Crime rates by city over time
▶ Very useful for policy analysis!
▶ Different from a “pooled cross-section” (multiple cross sections) – like lots of

waves of the ACS – different units each time



Cross-sectional data



Time-series data



Panel data



Panel vs. repeated cross-sections

▶ Repeated (or pooled) cross-sections:
▶ Draw randomly from large population at various points in time
▶ Observations are independent over time: Bob surveyed in 1990 is independent

of Jane in 1991
▶ Independence ⇒ inference is pretty easy!

▶ Panel data
▶ Track the same population at various points in time
▶ Population may be independent at first draw: Bob in 1990 is independent of

Jane in 1990
▶ But dependence over time: Bob in 1990 is related to Bob in 1991
▶ Dependence ⇒ Detroit will probably have high crime rates next year.



Difference-in-differences



Example: effect of garbage incinerator location on housing prices

Consider effect of the location of a house on its price before and after the
garbage incinerator was built:

r̂price = 101307.5− 30688.28nearinc

Here, we are comparing the price of houses that are near the incinerator
(nearinc = 1) to those that are far (nearinc = 0) after the incinerator was built

n = 142, R2 = 0.165

Did the incinerator reduce prices by $30k?



Example: effect of garbage incinerator location on housing prices

No! Look at the relationship between pricing and incinerator location before
incinerator was built

Before incinerator was built:

r̂price = 82517.23− 18824.37nearinc

The incinerator was put in a place where housing prices were already depressed.



Example: effect of garbage incinerator location on housing prices



Example: effect of garbage incinerator location on housing prices

We should account for this:

δ̂1 = −30688.27− (−18824.37) = −11863.90

▶ Incinerator reduces prices by $12k
▶ This is equivalent to the following:

δ̂1 = ( ¯rprice1,nr − ¯rprice1,fr)− ( ¯rprice0,nr − ¯rprice0,fr)



Example: effect of garbage incinerator location on housing prices



Difference-in-differences in a regression framework

We can capture this in a single regression:

rprice = β0 + δ0after+ β1nearinc+ δ1afterXnearinc+ u

▶ Easy to estimate both coefficients and standard errors
▶ If houses sold before and after incinerator was built were systematically

different, want to control for those differences
▶ Doing this will reduce error variance and standard errors



Policy evaluation using difference-in-differences

We can apply this logic to evaluate the impact of policies for which we have a
before and after period, and groups that were and were not affected:

y = β0 + δ0after+ β1treated+ δ1afterXtreated+ other+ u
δ̂1 = (ȳ1,T − ȳ1,C)− (ȳ0,T − ȳ0,C)

Before After After - Before
Control β0 β0 + δ0 δ0

Treatment β0 + β1 β0 + δ0 + β1 + δ1 δ0 + δ1

Treatment - Control β1 β1 + δ1 δ1



Two-period panel data analysis



Two-period panel data analysis

▶ Now, assume we have the same observations over two time periods
▶ Consider relationship between unemployment rates and crime

▶ Detroit has high unemployment rates and high crime
▶ Does high unemployment cause high crime, or is there another explanation?
▶ Explanatory variables could help



Effect of unemployment on city-level crime rates

▶ Assume that no other explanatory variables are available. Will it be possible
to estimate the causal effect of unemployment on crime?

▶ Yes, if cities are observed for at least two periods and other factors affecting
crime stay approximately constant over those periods.

▶ Consider a set of cities observed in two periods - 1982 and 1987:

crimerteit = β0 + δ0d87it + β1unempit + ai + uit
t = 1982, 1987

▶ d87it: time dummy for second period
▶ ai: unobserved time-constant factors (fixed effects)
▶ ui,t: other unobserved factors (idiosyncratic error)



Effect of unemployment on city-level crime rates

crmrtei,1987 = β0 + δ01+ β1unempi,1987 + ai + ui,1987
crmrtei,1982 = β0 + δ01+ β1unempi,1982 + ai + ui,1982

∆crmrtei = δ0 + β1Deltaunempi + δui

See how the fixed effect drops out!



You can estimate a first-differenced equation using OLS

∆ĉrmrte = 15.4+ 2.22∆unemp

A 1pp increase in unemployment rate ⇒ 2.22 more times per 1,000 people



Discussion of first-difference panel estimator

▶ The first-differenced panel estimator lets us causal effects in the presence of
time-invariant endogeneity

▶ Will not solve time-variant endogeneity!
▶ However, first-differenced estimates will be imprecise if explanatory

variables vary only little over time (no estimate possible if time-invariant)



Fixed effects



Fixed effects - a wonder!

▶ What if, instead of differencing out individual-level characteristics? What if
we control for them?

▶ For example, if we look at a panel of wages over time, there might be omitted
Bob-specific characteristics:
▶ Bob is hard working (+),
▶ Bob is a competitive negotiator (+)
▶ Bob smells funny (-)
▶ We can never control for all of them.



Fixed effects - a wonder!

▶ We can never control for all of Bob’s unique quirks and features.
▶ But, we can “control for” Bob.
▶ We will give Bob his very own fixed effect: the unique “stuff” that Bob brings

to the table.
▶ Only covers stuff that stays constant over time.



Fixed effects estimation

yit = β1xit1 + ...+ βkxitk + ai + uit
ȳit = β1x̄it + ...+ βkx̄ik + āi + ūi

[yit − ȳi] = β1[xit1 − x̄i1] + ...+ βk[xitk − x̄ik] + [uit − ūi]

Because ai − āi = 0, the fixed effect drops out

▶ Estimate time-demeaned equations by OLS
▶ Uses time variation within cross-sectional units: within estimation
▶ Functionally equivalent to including a dummy variable for ever i (fixed effect)



Estimating fixed-effect models in practice

1. Hard way:
▶ Demean your data by hand
▶ Estimate OLS on demeaned data

2. Easier way:
▶ Estimate OLS, including fixed effects by using dummy variables
▶ The command areg will let you absorb, or “eat up,” one set of fixed effects

3. Powerful way:
▶ Tell Stata you have panel data using xtset
▶ Estimate using xtreg (still OLS)



Least squares assumptions



Least squares assumptions for panel data

Consider a single X:

Yt = β1Xit + αi + uit, i = 1, ...,n; t = 1, ...T

1. E[uit|Xi1, ...XiT, αi) = 0
2. (Xi1, ...XT,ui1, ...,uiT), i = 1, ...,n are i.i.d. draws from their joint distribution
3. (Xit,uit) have finite fourth moments
4. No perfect multicollinearity

▶ uit cannot be correlated with any present, past, or future values of X!
▶ However, only have to be independent draws across entities

If these hold, estimates are consistent and normally distributed for large n!



Serial correlation

Yit = αi + β1Xit + ωit

▶ Time-varying omitted variable is ωit

▶ ωit reflects factors changing over time that affect outcome
▶ If Yit is traffic fatalities, maybe ωit includes road repairs in state i
▶ Likely quality of roads last period in state i are similar to quality of roads in

this period
▶ Roads yesterday are about the same as roads today



Autocorrelation

▶ Previously, we assumed that different observations were independent
▶ No twins, no school districts in the same county

▶ Implausible for state data over time
▶ Data on the same entity over time is likely to suffer from autocorrelation
▶ Without correction, we will estimate incorrect standard errors, inference will

be wrong



Autocorrelation: clustering

▶ Clustered standard errors correct for autocorrelation
▶ Otherwise, confidence intervals will not have 95
▶ Suppose entity is a U.S. state

▶ Tell Stata to allow for omitted variables ωit for different time periods from same
state to be correlated

▶ Add option cluster(state) to regress or add option vce(cluster) to
xtreg



Miscellaneous notes

▶ Covariates: The fixed effect covers all time-invariant factors! (So you don’t
need them in your model)

▶ Interpreting fixed effects models:
▶ We don’t usually look at the coefficients on the fixed effects themselves,

though they can be informative.
▶ Which fixed effect is “omitted” - avoiding the dummy variable trap – doesn’t

really matter, because we’re not interpreting them!
▶ Not reported in regression estimates

▶ Changes interpretation of models
▶ Only look at effect of variables that change over time



Summary



Interesting ways to work with panel data

Difference-in-differences specifications

▶ Repeated cross-sectional data at two points in time
▶ Often a “before” vs. “after” and a “treatment” vs. “control”
▶ GM assumptions apply for OLS to be BLUE
▶ Assumptions we need:

▶ Parallel trends assumption: That in absence of “treatment,” gap between two
groups would have stayed parallel

▶ Assumptions we don’t need:
▶ There can be unobserved factors that happened at one point of time, if they

affect the two groups equally
▶ The two groups can be very different from each other, so long as they are on

the same trajectories



Interesting ways to work with panel data

First-difference models

▶ Panel data
▶ Regress the change in Y on change in X
▶ Assumptions we need:

▶ Still have to be careful of any omitted characteristics that vary over time
▶ Assumptions we don’t need:

▶ Any time-invariant characteristics are differenced out! ⇒ no time-invariant
omitted variable bias!



Interesting ways to work with panel data

Fixed effects

▶ Panel data
▶ Regress Y on X , include entity-specific and/or time-specific fixed effects
▶ Assumptions we need:

▶ With entity-effects only: Still have to be careful of any omitted characteristics
that vary over time

▶ With time-effects only: Still have to be careful of any omitted characteristics
that vary across entities at a particular period in time

▶ With both: Careful of omitted characteristics that vary across entities and time
▶ Assumptions we don’t need:

▶ Any time-invariant characteristics are controlled! ⇒ no time-invariant omitted
variable bias!

▶ Any entity-invariant characteristics are controlled! ⇒ no omitted variable bias
for aggregate time shocks!



Conclusion
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